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AE Approaches

• Confusion/diffusion: Authentication part of 
the primitive. (Helix, SOBER,…)

• Composed: Mix of discrete encryption and 
authentication schemes. (GCM, CCM,…)

• Integrated: Symbiotic encryption and 
authentication. (IAPM, OCB,…)
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scheme ref date ty high-level description standard

EtM [1] 2000 C Encrypt-then-MAC (and other) generic comp. schemes ISO 19772

RPC [23] 2000 I Insert counters and sentinels in blocks, then ECB —

IAPM [21] 2001 I Seminal integrated scheme. Also IACBC —

XCBC [11] 2001 I Concurrent with Jutla’s work. Also XECB —

! OCB1 [35] 2001 I Optimized design similar to IAPM —

TAE [28] 2002 I Recasts OCB1 using a tweakable blockcipher —

! CCM [39] 2002 C CTR encryption + CBC MAC NIST 800-38C

CWC [24] 2004 C CTR encryption + GF(2127−1)-based CW MAC —

! GCM [31] 2004 C CTR encryption + GF(2128)-based CW MAC NIST 800-38D

EAX [2] 2004 C CTR encryption + CMAC, a cleaned-up CCM ISO 19772

! OCB2 [34] 2004 I OCB1 with AD and alleged speed improvements ISO 19772

CCFB [29] 2005 I Similar to RPC [23], but with chaining —

CHM [18] 2006 C Beyond-birthday-bound security —

SIV [36] 2006 C Deterministic/misuse-resistant AE RFC 5297

CIP [17] 2008 C Beyond-birthday-bound security —

HBS [20] 2009 C Deterministic AE. Single key —

BTM [19] 2009 C Deterministic AE. Single key, no blockcipher inverse —

! OCB3 new 2010 I Refines the prior versions of OCB —

Figure 1: Authenticated-encryption schemes built from a blockcipher. Checks ! indicate schemes
included in our performance study. The column labeled ty (type) specifies if the scheme is integrated (I) or
composed (C). When a scheme is in multiple standards, only a single one is named.

After McGrew and Viega’s 2004 paper, no subsequent performance study was ever published. This
is unfortunate, as there seems to have been a major problem with their work: slow reference
implementations were compared against optimized ones, and none of the results are repeatable due
to the use of proprietary code. In the meantime, CCM and GCM have become quite important to
cryptographic practice. For example, CCM underlies modern WiFi (802.11i) security, while GCM
is supported in IPsec and TLS.

McGrew and Viega identified two performance issues in the design of OCB1. First, the mode
uses m+2 blockcipher calls to encrypt a message of m = "|M |/128# blocks. In contrast, GCM
makes do with m+1 blockcipher calls. Second, OCB1 twice needs one AES result before another
AES computation can proceed. Both in hardware and in software, this can degrade performance.
Beyond these facts, existing integrated modes cannot exploit the “locality” of counters in CTR
mode—that high-order bits of successive input blocks are usually unchanged, an observation first
exploited, for software speed, by Hongjun Wu [4]. Given all of these concerns, maybe GCM really
is faster than OCB—and, more generally, maybe composed schemes are the fastest way to go. The
existence of extremely high-speed MACs supports this possibility [3, 5, 25].

Contributions. We begin by refining the definition of OCB to address the performance concerns
we attributed to McGrew and Viega. When the provided nonce is a counter, the mode that we
call OCB3 shaves off one AES encipherment per message encrypted about 98% of the time. In
saying that the nonce is a counter we mean that, in a given session, its top portion stays fixed,
while, with each successive message, the bottom portion gets bumped by one. This is the approach
recommended in RFC 5116 [30, Section 3.2] and, we believe, the customary way to use an AE
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AE Block Cipher Modes
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Common to OCB1/2/3

• |C| = |P| + authentication tag

• Birthday-bound security

• Parallelizable

• Timing-attack resistant (if cipher is)
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OCB Differences

OCB1 
(2001)

OCB2 
(2004)

OCB3 
(2011)

Increment Table ops Arithmetic Table ops

Associated 
Data

No Yes Yes

Cipher 
Calls

M/n+2 M/n+2 M/n+1.02

Stalls 2 2 0

11Tuesday, February 15, 2011



message length

cp
u 

cy
cl

es
 p

er
 b

yt
e

12Tuesday, February 15, 2011



OCB Schematic
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Initial Offset

Nonce

EK H

!

Key

• Before: Δ = E(Nonce).

• Now:

• Amortized cost: 1/64 E + 1 H per message.
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Initial Offset
• H is small-domain xor-universal hash.

c = 5 c = 8 c = 9 c = 11
domain 0…123 0…84 0…119 0…117

K
128x

HK(x)

                         K                          K ! (K << c)
128x

HK(x)
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Proof H is Universal

• For each c and all i ≠ j

• Let F(K) = HK(i) ⊕ HK(j)

• Show F(K) linear

• Test appropriate matrices are full rank.
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How to Increment

• OCB1: Δi = ⊕j=1…i (2ntz(j) × Δ0)

                      = Δi-1 ⊕ Tbl[ntz(i)]

• OCB2: Δi = 2i × Δ0

                      = 2 × Δi-1

• OCB3: Word-based LFSR?       [CS]
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Word-based LFSR?
• (A, B) = (B, 2A)

(A, B) = (B, (A<<1) ⊕ (A>>1) ⊕ (B ∧ 148))
(A, B, C, D) = (C, D, B, 2A ⊕ B ⊕ D)
(A, B, C, D) = (C, D, B, (A<<1) ⊕ (A>>1) ⊕ (D ∧ 107))
(A, B, C, D) = (C, D, B, (A<<1) ⊕ (A>>1) ⊕ (D<<15))

• Each verified maximal by testing irreducibility of 
representative polynomial.

• None best on all architechtures.
None faster than ntz + table-lookup.
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x86-64 AES-NI

Mode T4K TIPI Size Init

CCM 4.17 4.57 512 265

GCM 3.73 4.53 656 337

OCB1 1.48 2.08 544 251

OCB2 1.80 2.41 448 185

OCB3 1.48 1.87 624 253

CTR 1.27 1.37 244 115

x86-32 AES-NI

Mode T4K TIPI Size Init

CCM 4.18 4.70 512 274

GCM 3.88 4.79 656 365

OCB1 1.60 2.22 544 276

OCB2 1.79 2.42 448 197

OCB3 1.59 2.04 624 270

CTR 1.39 1.52 244 130

x86-64 Käsper-Schwabe

Mode T4K TIPI Size Init

GCM 22.4 26.7 1456 3780

GCM-8K 10.9 15.2 9648 2560

OCB1 8.28 13.4 3008 3390

OCB2 8.55 13.6 2912 3350

OCB3 8.05 9.24 3088 3480

CTR 7.74 8.98 1424 1180

ARM Cortex-A8

Mode T4K TIPI Size Init

CCM 51.3 53.7 512 1390

GCM 50.8 53.9 656 1180

OCB1 29.3 31.5 672 1920

OCB2 28.5 31.8 576 1810

OCB3 28.9 30.9 784 1890

CTR 25.4 25.9 244 236

PowerPC 970

Mode T4K TIPI Size Init

CCM 75.7 77.8 512 1510

GCM 53.5 56.2 656 1030

OCB1 38.2 41.0 672 2180

OCB2 38.1 41.1 576 2110

OCB3 37.5 39.6 784 2240

CTR 37.5 37.8 244 309

UltraSPARC III

Mode T4K TIPI Size Init

CCM 49.4 51.7 512 1280

GCM 39.3 41.5 656 904

OCB1 25.5 27.7 672 1720

OCB2 24.8 27.0 576 1700

OCB3 25.0 26.5 784 1730

CTR 24.1 24.4 244 213

Figure 6: Empirical performance of AE modes. For each architecture we give time to encrypt 4KB
messages (in CPU cycles per byte), time to encrypt a weighted basket of message lengths (IPI, also in cpb),
size of the implementation’s context (in bytes), and time to initialize key-dependent values (in CPU cycles).
Next we graph the same data, subtracting the the CTR time and dropping the curves for OCB1 and OCB2,
which are visually close to that of OCB3.

11

Authentication 
Overhead
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Effect of AES-NI 
Käsper/
Schwabe

Westmere
AES-NI

How much 
better?

OCB 8.05 peak
9.24 IPI

1.48 peak
1.87 IPI

82%
80%

GCM 10.9 peak
15.2 IPI

3.73 peak
4.53 IPI

66%
70%

CTR 7.74 peak
8.98 IPI

1.27 peak
1.37 IPI

84%
85%

• OCB harnesses more improvement.

• More so under Sandy Bridge. OCB ≈ 1 cpb
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Finally

• This is the last OCB. No more revisions.

• Submission to NIST this summer.

• www.cs.ucdavis.edu/~rogaway/ocb/performance 
has all the data and code used for this paper.
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